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Abstract

This paper describes a vision-based technique for the detection of moving objects by a moving airborne vehicle. The technique, which is based on measurement of optic flow, computes the egomotion of the aircraft based on the pattern of optic flow in a panoramic image, then determines the component of this optic flow pattern that is generated by the aircraft’s translation, and finally detects the moving object by determining whether the direction of the flow generated by the object is different from that expected for translation in a stationary environment. The performance of the technique is evaluated in field tests using an aerial rotorcraft.

1 Introduction

Endowing a moving aerial platform with the capacity to detect and track moving objects can significantly improve the understanding of the surrounding environment and allow for greater control such as timely and effective evasive manoeuvres, thus improving overall safety. Traditionally, active sensors such as radar have been used to detect the motion of objects in the environment. However, such systems are bulky, expensive and difficult to miniaturise. Vision provides an inexpensive, compact and lightweight alternative. Indeed, experiments with flying and walking insects suggest a number of computationally simple, vision-based strategies for the detection of moving objects by a moving agent [Srinivasan and Davey, 1995]; [Mizutani et al., 2003]; [Zabala et al., 2012].

The detection of a moving object is a relatively simple task if the vision system is stationary. In such a situation the moving object can be detected simply by subtracting successive frames. Since the background is stationary, the subtraction will register changes in pixel intensity that are generated by the moving object, thus enabling estimation of its location. A related approach, known as background removal, involves constructing a background image over several frames, and subtracting this image from the current frame to locate the object [Elhabian et al., 2008]; [Chien et al., 2002]; However, the above methods will not work when the vision system is on a moving platform, because in this situation the image of the background will also be in motion.

Techniques for detecting moving objects in the presence of moving backgrounds have been developed. One method, developed by [Bouthemy et al., 1999] uses a colour-based criterion to improve the localisation of motion boundaries. A related approach integrates colour information over a time window and uses a model based analysis to detect and track moving objects [Cornelis et al., 2008]. While these methods have proven to be effective under certain conditions, they can be compromised by changes in hue due to variations in lighting conditions.

A well-known approach for detecting moving objects is Expectation Maximization (EM), which is an iterative method to determine the maximum a posteriori values of motion-characterising parameters in a model. One of these approaches developed an algorithm to detect moving objects by analysing the optic flow of a video stream obtained by a moving airborne platform, using the assumption that the scene can be described by background and occlusion layers, estimated within the EM framework [Yalcin et al., 2005]. Another EM algorithm segments the optic flow into independent motion models and estimates the model parameters to compute and articulate motion [Rowley and Rehg, 1997]. Nevertheless, this method may not have the required accuracy to detect the motion of smaller objects due to the inaccuracy in the estimations within the EM framework.

Another widely used approach for detecting moving objects involves the use of the optic flow map itself, which is the projection of object velocities onto the image plane [Barron and Beauchemin, 1995]. [Kobayashi and Yanagida, 1995] use a scheme that detects moving objects in terms of a drop in coherence of the optic flow (the image of the object moves in a direction different from that of the background). This approach can be limited by the generally poor signal-to-noise ratio of optic flow patterns. [Yamaguchi et al., 2006] present a technique that uses optic flow to estimate egomotion, and then uses feature points in three-dimensional space to determine points where the epipolar lines have a negative distance, which represents moving objects or false correspondence points.

In reality, algorithms that rely solely on optic flow information tend to be limited in their accuracy due to the poor signal-to-noise ratios that are usually associated with flow maps, which can lead to misclassification of object motion.

In this paper, we present a robust technique for the detection of moving objects by combining an algorithm for object detection with an algorithm for detecting any motions of the object that are inconsistent with the measured egomotion. We evaluate the performance of this approach through field tests using an airborne vehicle. An overview of the object motion detection algorithm is shown in Figure 1.
Tracking in the air. Detection of the ball involves two steps: (i) A ball is on the ground, or against trees or the sky when it is stationary. In our case the object can be detected consistently, i.e. segmented from the background (e.g. ground, trees or sky). This segmentation provides an approximate location of the ball in the image. (ii) The absolute gradient of the image is computed, as illustrated in Figure 2. The boundary of the ball is then detected by summing the pixel intensities in a 7x7 area, with sub-pixel refinement accomplished through equiangular fitting [Shimizu and Okutomi, 2003]. This will be a pattern of vectors that are directed radially outwards from a point that represents the ‘pole’ of the flow field, and corresponds to the direction of the translatory component of the aircraft’s egomotion (black arrows in Figure 3).

Determine egomotion from the measured pattern of optic flow.

4. Determine whether the object is moving by comparing the direction of motion of the object (red arrow, Figure 3) with the expected pattern of optic flow. A discrepancy between these directions indicates that the object is in motion. Note that the object can move in three dimensions: its motion does not need to be restricted to a plane.

3.1 Computation of optic flow

Optic flow vectors are computed in the panoramic image at the video frame rate (25 Hz) in an evenly sampled grid of approximately 400 points using a pyramidal block-matching method. Image matching is performed using a sum of absolute difference on 7x7 image blocks, searching a 7x7 area, with sub-pixel refinement accomplished through equiangular fitting [Shimizu and Okutomi, 2003]. Note that this is computed over a pyramid of images, which indicates a larger effective search range.

If the motion of the aircraft is known (or can be inferred), the motion of an object in the environment can be detected by determining whether the image of the object moves in a direction that is different from that expected if the object were stationary [Irani and Anandan 1998]; [Srinivasan, 2011]. In principle, the motion of the aircraft (egomotion) could be inferred by using information from its on-board IMUs. However, IMU signals can be noisy and lead to unreliable results. In this study we present a solution that uses purely visual information.

Here we infer egomotion by computing the pattern of optic flow that is generated in a panoramic image of the environment, captured by the on-board vision system. The procedure for determining whether an object is moving consists of the following four steps:

1. Compute the optic flow in the panoramic image.
2. Determine egomotion from the measured pattern of optic flow.
3. Obtain the pattern of optic flow corresponding to the translatory component of the egomotion (the translatory flow field) for a stationary environment. This will be a pattern of vectors that are directed radially outwards from a point that represents the ‘pole’ of the flow field, and corresponds to the direction of the translatory component of the aircraft’s egomotion (black arrows in Figure 3)

4. Determine whether the object is moving by comparing the direction of motion of the object (red arrow, Figure 3) with the expected pattern of optic flow. A discrepancy between these directions indicates that the object is in motion. Note that the object can move in three dimensions: its motion does not need to be restricted to a plane.

3. Detection of object motion

As we mention above, the reliability with which one can determine whether an object is moving can be enhanced if the object can be detected consistently, i.e. segmented from the background, so that its location in the image can be determined accurately and reliably. In our case the object is a red ball, 55cm in diameter, viewed against a background that consists of a green football field when the ball is on the ground, or against trees or the sky when it is in the air. Detection of the ball involves two steps: (i) A colour filtering algorithm is used to distinguish the red pixels of the ball from pixels of other colours that represent the background (e.g. ground, trees or sky). This segmentation provides an approximate location of the ball in the image. (ii) The absolute gradient of the image is computed, as illustrated in Figure 2. The boundary of the ball is then detected by summing the pixel intensities in the gradient image along the boundary of a circle. The radius, and the x and y positions of this circle in the image are optimised to obtain the maximum summed value. This optimization is performed on the view sphere, where the projection of the ball is always a circle, rather than in image space where the projected image can appear elliptical and even non-convex. This circle represents a ‘best estimate’ of the position and diameter of the image of the ball.

If the motion of the aircraft is known (or can be inferred), the motion of an object in the environment can be detected by determining whether the image of the object moves in a direction that is different from that expected if the object were stationary [Irani and Anandan 1998]; [Srinivasan, 2011]. In principle, the motion of the aircraft (egomotion) could be inferred by using information from its on-board IMUs. However, IMU signals can be noisy and lead to unreliable results. In this study we present a solution that uses purely visual information.

Here we infer egomotion by computing the pattern of optic flow that is generated in a panoramic image of the environment, captured by the on-board vision system. The procedure for determining whether an object is moving consists of the following four steps:

1. Compute the optic flow in the panoramic image.
2. Determine egomotion from the measured pattern of optic flow.
3. Obtain the pattern of optic flow corresponding to the translatory component of the egomotion (the translatory flow field) for a stationary environment. This will be a pattern of vectors that are directed radially outwards from a point that represents the ‘pole’ of the flow field, and corresponds to the direction of the translatory component of the aircraft’s egomotion (black arrows in Figure 3)
4. Determine whether the object is moving by comparing the direction of motion of the object (red arrow, Figure 3) with the expected pattern of optic flow. A discrepancy between these directions indicates that the object is in motion. Note that the object can move in three dimensions: its motion does not need to be restricted to a plane.

3.1 Computation of optic flow

Optic flow vectors are computed in the panoramic image at the video frame rate (25 Hz) in an evenly sampled grid of approximately 400 points using a pyramidal block-matching method. Image matching is performed using a sum of absolute difference on 7x7 image blocks, searching a 7x7 area, with sub-pixel refinement accomplished through equiangular fitting [Shimizu and Okutomi, 2003]. Note that this is computed over a pyramid of images, which indicates a larger effective search range.

Figure 1. Overview of algorithm.

Figure 2. Illustration of technique for determining the centre of the object. Top: Gradient image computed over all channels of the RGB image to determine the radius and the center coordinates of the image of the ball. Bottom: Image displaying the estimated fit from the gradient image, shown by green circle around red ball.
3.2 Determination of egomotion

We assume that, (i) the object in question occupies a small fraction of the panoramic field of the vision system, so that the computation of egomotion is not significantly affected by the possible motion of the object. (ii) The aircraft is moving over a plane, i.e. the environment in the vicinity of the aircraft is approximately flat.

The egomotion is computed by using an iterative algorithm to derive the best-fitting translational (T) and rotational (Ω) vectors that describe the aircraft’s motion between successive video frames.

The procedure for computing egomotion from optic flow is as follows. As illustrated in Figure 4, we wish to estimate the motion of the vision system over a plane, translating over a distance T from position c1 to position c2. The unit vectors directed at a point P_i on the ground plane from positions c1 and c2 are respectively a_i and b_i. Details in text.

The egomotion algorithm described in section 3.2 above delivers the motion of the aircraft in 6 degrees of freedom, in the form of a three-dimensional rotation vector (Ω) and a three-dimensional translational vector (T). The translational vector specifies the direction and magnitude of the translational motion of the aircraft between successive frames. The estimated translational magnitude corresponds to having an altitude of one unit at position c1.

3.3 Computing the translatory component of egomotion

The egomotion algorithm described in section 3.2 above delivers the motion of the aircraft in 6 degrees of freedom, in the form of a three-dimensional rotation vector (Ω) and a three-dimensional translational vector (T). The translational vector specifies the direction and magnitude of the translational motion of the aircraft between successive frames. The estimated translational magnitude corresponds to having an altitude of one unit at position c1.

The optimization is implemented by direct iterative search of the 6-DOF parameter space, using the derivative free gradient descent algorithm, BOBYQA [Powell, 2009], as implemented in the NLOpt library [Johnson, 2010]. This iterative algorithm operates at the video frame rate of 25/sec.

The approach described here is analogous to that used by [Corke et al., 2004] for visual odometry in terrestrial vehicles, but is extended here to 3-D motion with 6 degrees of freedom.

3.4 Detection of object motion

As explained above, the object is deemed to be moving if the direction of its motion in the image is different from that corresponding to the computed translatory flow field for a stationary environment. This computation is carried out as follows.

The position of the object in the image is first transformed into a vector that describes its location in the 3D view sphere attached to the aircraft body frame. The vector defining the two dimensional component of the normalised vector o in the plane perpendicular to T is defined as:

\[ o' = o - t(t \cdot o) \]  \hspace{1cm} (4)

Where o is the normalised vector of O and t is the normalised vector of T.

Once the projected location of the object is determined, the direction of its motion (θ) is given by the inverse cosine of the new object vector (o') projected onto the Up vector, as shown in Figure 5 and described by the equation:

\[ \theta = \cos^{-1}(o' \cdot Up) \]  \hspace{1cm} (5)
4 Rotorcraft

4.1 Vision system

The vision system does not need additional sensors apart from a pair of fish-eye cameras, capturing images such as those shown in Figure 2. The computer currently used on the rotorcraft (Figure 6) is a PC104 that uses an Intel core 2 Duo 1.5GHz dual core processor.

The two cameras are angled down by 45 degrees and pointed slightly towards each other to enable computation of stereo in a narrow region of the frontal visual field, if required (not used in this application). Each fish-eye camera has an approximately 180 degree field of view (FOV), which, after the two camera images are combined and remapped, gives the vision system a FOV of approximately 360 degrees (azimuth) by 150 degrees (elevation) [Thurrowgood et al., 2010].

5 Field tests

Test flights were conducted over a number of days with varying light conditions to assess not only the effectiveness of the algorithm for the detection of a moving object, but also to test the robustness to changes in light intensities, weather conditions and signal to noise ratio (SNR). An example of the test setup is shown in Figure 7.

5.1 Detecting motion disparity

The method uses the angular disparity ($\Delta \theta$) between the predicted motion of the object and the actual motion of the object to detect motion of the object. The disparity is computed over a number of frames and a running mean is computed, in order to obtain a more reliable estimate. By calculating the value for $\theta$ at both c1 and c2 as indicated in
Figure 4, the angular disparity can be computed from the following equation:
\[
\Delta \theta = \theta_2 - \theta_1
\]  

This method determines that an object is moving when the following condition is met:
\[
\Delta \theta > \text{Threshold}
\]  

To determine the optimum angular disparity threshold, histograms of positive responses were calculated for stationary and moving objects, as shown in Figure 8. The optimal threshold was set to the value where the stationary and moving histograms overlap, which was found to be 0.18 radians as indicated by the blue dashed. However, through some experimental analysis, it was found that a conservative value of 0.25 (indicated by black dashed line) radians yielded the most accurate performance.

![Figure 8. Histograms of positive responses for stationary (red) and moving (green) objects, obtained from field tests. The threshold (0.18) determined for angular disparity is indicated by the vertical blue line, and the actual value used in the tests (0.25) by the vertical black line.](image)

It should be noted that this algorithm is intended for operation in conditions of relatively uniform egomotion without large, abrupt rotations of the aircraft.

5.2 Performance of algorithm

Performance was evaluated by first calculating the true positives (TP) and true negatives (TN) (where a positive is a moving object) and the false positives and false negatives for various assumed threshold levels. Once these were found, a Receiver Operating Characteristic (ROC) was plotted using a ‘control’ flight test, where the motion of the object was determined by inspection in the video. Figure 9, upper panel, shows the accuracy for various thresholds. The area under the ROC plot gives an indication of the overall performance of the system, where an area of 1 represents perfect performance. Table 1 specifies the accuracy of the method and the area under the ROC. The accuracy is defined as:

\[
\text{Accuracy} = \frac{TP + TN}{\text{Total number of samples}}
\]  

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum accuracy</td>
<td>94.4%</td>
</tr>
<tr>
<td>% area under ROC</td>
<td>92.8%</td>
</tr>
</tbody>
</table>

Table 1. Performance metrics

Figure 9. Performance in the detection of a moving object as a function of the angular disparity threshold (upper panel) and as revealed by ROC analysis (lower panel). TPR: True Positive Rate; FPR: False Positive Rate.

The upper panel of Figure 9 reveals good accuracy at angular disparity thresholds above 0.2, with a slight, progressive reduction in accuracy as the threshold is increased beyond 0.4. The lower panel of Figure 9 shows that the ROC plot, which also indicates good overall performance - the area under the ROC curve is close to 1 (see Table 1).

5.3 Flight 1: Stationary object

![Figure 10. Flight 1: Field test with a stationary object. The horizontal dashed line represents the angular disparity threshold of 0.25 radians.](image)

In this test, the rotorcraft was flown over a stationary ball. A constant angular disparity threshold of 0.25 radians was used to determine if the object was stationary or moving. It can be seen from Figure 10 that the detection algorithm was able to correctly analyse that the object was stationary. This confirms the suitability of the threshold value selected from the data of Figure 8.
5.4 Flight 2: Stationary to moving object

In this field test (Figure 11) the rotorcraft translates for a number of frames while the object is stationary, after which the object is moved in three dimensions for a number of frames, while the aircraft continues to translate, under large noise in the images due to low light conditions. We observe that the transition from ‘stationary’ to ‘moving’ is detected accurately by the vision system.

There was a slight delay in determining that the ball was moving. This delay depends upon the level of threshold that is chosen, where a compromise has to be set between rapidity of response and the rate of false positive responses. Furthermore, the detection delay is increased if we choose to compute the mean disparity over a number of frames. Another contributor to the delay is that the optic flow is computed over a variable time step. Between frames 52 and 61, the algorithm produced false positives as the rotorcraft was experiencing turbulence with large rotations.

5.5 Flight 3: Intermittently moving object

In this test (Figure 12), a red ball was moved from one side of the aircraft to the other in three dimensions as the aircraft was translating forwards in conditions of good visibility. The detection algorithm has to account for the ball’s transition from moving to stationary and from stationary to moving during the time windows when the ball changes direction.

The oscillatory behaviour in the angular disparity reflects the acceleration and deceleration of the object. The true motion of the ball was deceleration followed by an acceleration at the end of each minimum of the curve, and was zero during the non-shaded regions.

It can be seen in Figure 12 that between frames 150 and 250 that the algorithm produced false negatives due to the relatively conservative threshold that was used. However, Figure 12 demonstrates that the algorithm has good overall performance in detecting a moving object from an airborne platform.

6 Limitations of the method

One of the limitations of the proposed algorithm is that it will not detect an object when the object is translating along a current epipolar line as one cannot determine whether the flow vector is induced by the objects’ self-motion or is due to the (currently untracked) relative range to the object. This could be overcome to some degree by optic flow information to compute the relative range to the object over multiple frames, under the assumption that the object is not moving, and monitoring whether this additional assumption is violated.

The reliability with which the angular disparities of the flow vectors are computed is coupled to the limitations of the egomotion determination. As the noise in the optic flow increases, the overall reliability of the system decreases. For example, noise in the computation of optic flow is increased under the low light level conditions, due to increase in image noise.

7 Conclusion

This paper describes a method for detecting the self-motion of objects around a UAV. It is shown that the technique, which combines object detection and tracking with estimation of egomotion from optic flow, enables accurate and robust determination of whether an object in the environment is stationary or moving from the view of a moving platform. The technique is capable of detecting object motion in three dimensions.

Future developments and research will include using the capacity to detect moving objects to create autonomous mid-air collision avoidance systems, and reducing the current limitations of the system at detecting object motion along epipolar lines.
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